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Abstract—The adaptive ubiquitous services, which dynamically adapt behaviors to requirements and contexts, are one of the major challenges in the ubiquitous computing. To facilitate the management of ubiquitous service resources, this paper presents a novel platform called ubiquitous cloud, borrowing the concept of the cloud computing. The ubiquitous cloud supports various stakeholders to use appropriate ubiquitous objects in infrastructure, platform and application levels. We present an architecture consisting of four key components: the service resource registry, the adaptive resource finder, the context manager and the service concierge. To demonstrate the effectiveness, we develop a practical adaptive service “room environment relocation service” in an actual home network system, with and without the proposed ubiquitous cloud.
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I. INTRODUCTION

Along with the diversification of social needs, ubiquitous services and applications are required to be more adaptive to users and surrounding environments. In the ubiquitous and pervasive communities, many different techniques have been proposed to achieve the adaptive services including, changing the composition, re-assembling workflows, optimizing behaviors, performing AI planning (e.g., [2] [3] [5]). In reality, however, it was quite difficult to implement these theories in practical applications, since there was no standard platform to guarantee the interoperability among ubiquitous resources (devices, sensors, interfaces, etc).

The Service-Oriented Architecture (SOA) [9][10] has attracted great attention firstly in the enterprise system integration. The concept of the SOA is well applied to ubiquitous/pervasive environment to achieve the programmatic interoperability among heterogeneous and distributed devices. Wrapping proprietary operations and protocols by Web services provides loose-coupling and platform-independent access methods for external software that uses the devices. The adaptive services can be implemented by statically or dynamically composing the existing services based on given requirements [4]. Several studies have been reported on the service orientation of ubiquitous applications (e.g., home networks [6][7] and sensor networks [8]).

As more and more ubiquitous devices become available as SOA services, the next challenge is how to manage such service resources efficiently and effectively. Our key idea is to borrow the idea of the cloud computing [11][12], regarding everything as a service (XaaS).

For the various ubiquitous resources deployed in the Web, different requirements will be expected from different clients. Expert programmers (or hackers) developing small custom applications may just want to use sensors and devices as they are. Developers and providers of large-scale adaptive applications may require more sophisticated environment or tools, which can dynamically discover necessary service resources based on contextual information. End users may want to use the adaptive applications as “tailor-made” services without concerning whatever resources are used. The above hierarchy of requirements fits well the structure of IaaS, PaaS and SaaS in the cloud computing [12].

Borrowing the concept of the cloud, this paper proposes an architecture of ubiquitous cloud, to manage service resources for adaptive ubiquitous applications and services. The key components of the proposed cloud are:

1) Service Resource Registry: Situated in the IaaS layer, it provides an infrastructure making ubiquitous resources available as atomic Web services.
2) Adaptive Resource Finder: Situated in the PaaS layer, it tries to find “optimal” service operations for users and environments, based on given requirements as well as the current user/environmental contexts.
3) Context Manager: Situated in the PaaS layer, it gathers various contextual information from real world, using the underlying sensor services.
4) Service Concierge: Situated in the SaaS layer, it recommends and executes published adaptive applications as tailor-made services for end users.

The development of the ubiquitous cloud is currently under way. In this paper, we especially discuss the details of the service resource registry and the adaptive resource finder. To show the effectiveness, we also conduct an experiment of developing a practical adaptive service with and without the ubiquitous cloud. As a result, it is shown that the development effort is significantly reduced.

II. PRELIMINARIES

A. Service-Oriented Ubiquitous Network

In this paper, we assume a future ubiquitous network, where every object is deployed as an (atomic) SOA service
(e.g., [6][7][8]). Various types of ubiquitous devices are uniformly abstracted as platform-independent service resources, defined by standard interface description (e.g., WSDL) and access protocols (e.g., REST, SOAP). Typical service resources include house-hold appliances (TVs, DVDs, air-conditioners, lights), sensors, cars, user-interfaces (displays, microphones), telephones, PDAs, etc.

A service resource provides a set of service operations each of which implements a functional behavior of the resource. Integrating service operations from various resources achieves value-added composite services. For instance, orchestrating a TV, a DVD, a curtain, lights and speakers implements a DVD theater service, where a user can watch movies in a theater-like atmosphere at home. The composition of the service resources can be done statically in design time, or dynamically during run-time, depending on the target applications.

**B. Adaptive Ubiquitous Services**

Within the service-oriented ubiquitous network, we define an adaptive ubiquitous service as a composite service that can adapt its behaviors dynamically to user’s requirements and varied contexts. A simple example is an “adaptive message delivery service”. For a given message and a recipient address, the service chooses an appropriate transport of the message (e.g., chat, e-mail, phone, voice from speakers, TV subtitles, etc.), according to the status of the recipient. Another example is a “room environment relocation service”, which saves an environment status of a room and restores the status in another room as a user moves.

One of the most challenging issues in developing adaptive services is how to find and use the service resources appropriate to the requirements and the contexts. This is a quite different point from the conventional services where all the service resources are determined statically at design time. Hence, we aim to support service developers as well as end users in this respect.

The goal of this paper is to provide a powerful mechanism of service resource management at different levels of abstractions.

### III. Ubiquitous Cloud

To achieve the goal, we present the ubiquitous cloud to provide useful services that manage service resources in the service-oriented ubiquitous network.

**A. Stakeholders**

We suppose in the future that the service-oriented ubiquitous network will be used by various kinds of stakeholders. Therefore, the cloud must be designed so as to correspond to service resource managements at different levels of abstractions. For the moment, we assume the following clients:

- **Ubiquitous Resource Providers (URP):** People who want to provide own ubiquitous resources in the service-oriented ubiquitous network.
- **Custom Applications Developers (CAD):** People who want to develop their own applications by using available ubiquitous service resources as they are.
- **Adaptive Services Developers (ASD):** People who want to develop large-scale adaptive services that dynamically use service resources based on given requirements and contexts.
- **Adaptive Service Providers (ASP):** People who want to provide adaptive applications as commercial or non-commercial services for the end users.
- **End Users (EU):** People who want to use the published adaptive services as tailor-made services.

**B. Architecture**

To satisfy the stakeholders, the proposed ubiquitous cloud adopts a three-layered architecture, where each layer respectively corresponds to the IaaS, PaaS and SaaS of the conventional cloud. Figure 1 shows the architecture of the ubiquitous cloud.

- **Infrastructure Layer:** Provides fundamental features to make various ubiquitous objects available as service resources in the network. The infrastructure layer is supposed to be used by URP and CAD.
- **Platform Layer:** Provides develop platforms to facilitate development of adaptive ubiquitous services. The platform layer is supposed to be used by CAD as well as ASD.
- **Application/Service Layer:** Provides showcases where adaptive services are deployed and provided. The Application/Service layer is supposed to be used by ASP and EU.

Within the three-layered architecture, we are currently developing the following four key components:

1) **Service Resource Registry:** Situated in the infrastructure layer, the service resource registry stores metadata explaining service resources that are registered by the URPs. It also supports the CADs (as well the ASDs) to identify service resources and operations by various attributes: device class, operation type, physical location, purpose, users, etc.

2) **Adaptive Resource Finder:** Situated in the platform layer, the adaptive resource finder recommends most appropriate service operations based on given requirements as well as the current contexts. It understands the requirements, and transforms the requirements into concrete queries for the service resource registry. The results of the queries are filtered by the contexts gathered by the context manager (explained below). Thus, the adaptive resource finder works as a powerful tool for the ASDs and the CADs to implement the adaptive services.

3) **Context Manager:** Situated in the platform platform layer, it gathers various contextual information from
real world, using the underlying sensor services. The gathered information is interpreted as explicit contexts characterizing user’s status, requirements, tastes, environmental situation. The contexts are extensively used by the adaptive service applications as well as the adaptive resource finder. Thus, the context manager supports the ASDs and the CADs to obtain contextual information easily.

4) **Service Concierge**: Situated in the application/service layer, the service concierge provides a showcase for the developed applications and services, which are deployed by the ASP. It also recommends and executes published adaptive applications as tailor-made services of the EUs. Thus, the EU can use the services without concerning whatever service resources are used. Based on user’s request, the behaviors of the services are dynamically determined.

We should note that the above four are just key components for the adaptive ubiquitous services, but not the complete set for the ubiquitous cloud. The cloud should evolve to contain more components, according to applications and purposes. The development of the four components is currently under way. Due to limited space, we especially focus on the details of the Service Resource Registry and the Adaptive Resource Finder in the following sub-sections.

**C. Service Resource Registry**

The Service Resource Registry stores meta-data of service resources in the service-oriented ubiquitous network. The registry is intended to be used for developers and applications to discover desired service resources and operations efficiently. As for a similar technology, UDDI (Universal Description, Discovery and Integration) \[15\] is a well-known service registry for Web services.

However, we consider it difficult to use UDDI directly to implement our registry. The reason is that the UDDI mainly focuses on business and Web services in the IT world only, whereas our targets are physical ubiquitous objects in the real world interfacing the IT world.

In our context, an object is associated with a physical location and an explicit owner. An object could be an interface between the IT and real worlds. An operation of the object may work as information source from the real world to the IT world (e.g., sensors), or work as information sink (e.g., appliances, actuators) from the IT to the real.

Taking these issues into consideration, we have designed and implemented a service registry, called **UBI-REGI**, for ubiquitous service resources. The UBI-REGI is currently deployed in an actual home network system, CS27-HNS \[7\], developed by our research group. Figure 2 depicts an ER diagram of the UBI-REGI. A box represents an entity (i.e., table), consisting of an entity name, a primary key and attributes. We enumerate instances below each entity to support understanding. A line represents a relationship between entities, where $\rightarrow$ denotes a parent-children relationship, and $\rightarrow \cdots$ denotes a reference relationship.

In our UBI-REGI, a service resource (i.e., a ubiquitous object) is explained by a name, a device class, an end-point
There would be many ways to define the data structure representing the client requirement. To capture the requirement from as many viewpoints as possible, we are currently using a request template to express a requirement from perspectives of WHAT, WHO, WHEN, WHERE, WHY, and HOW. The WHAT attribute should contain keywords to characterize what the main purpose is. The WHO contains information of the subjective user as well as the objective users of the recommended service. The WHEN is the desired date and time for the service, and the WHERE specifies the desired location. The WHY represents the background and motivation for the request. The HOW contains the concrete means on how the service should be realized (if any). Each attribute can be empty if there is no special request. An example of the request template is as follows:

REQ-ID: r0001
WHAT: cool the room
WHO: Koichi Egami for himself
WHEN: now
WHERE: living room
WHY: -
HOW: -

For a given request, the adaptive resource finder translates the request into concrete API calls of the service resource registry. For instance, findServiceOperationByPurpose() is used to find operations to achieve the purpose in the WHAT attribute. Also, to locate available resources within the place specified in the WHERE attribute, findServiceResourcesByLocation() is useful. Then, the adaptive resource finder executes the API calls and obtains information of the service resources and operations matching the request.

The next problem is to examine which resources and operations are more suitable for the context. We use the term context to represent any information characterizing the situation of users and surrounding environments. Typical contexts include user’s status, mood, preferences, location, environments (temperature, humidity, brightness, etc.). Usually, such context is not explicitly specified in the request template. However, sorting discovered service operations by suitability to the context achieves good recommendation.

As an example, let us consider the above request template r0001. Suppose that two operations window.open() and airConditioner.cooling() are found from the service resource registry. The former operation should be recommended first if the season is winter or Koichi Egami likes energy-saving behaviors. If it is in summer and Koichi hates being very warm, the latter should be preferred.

Although we do not describe the details in this paper, we assume that the Context Manager (See Figure 1) takes all responsibilities of gathering and managing the context. After the adaptive resource finder obtains the available resources and operations from the service resource registry, it then asks the context manager to get the relevant contexts.
Based on the context, the finder puts the ranking for each operation, and recommends the operations to the client. To implement the recommendation, we consider to use the existing recommendation algorithms (e.g., [13][14]).

The adaptive resource finder can also execute a recommended service operation as a proxy of the client. As a supplementary feature, the adaptive service manages history of the recommendation, with which the application can cache the previous searching results for better performance. The history can also be used for investigating statistics of user’s preferences. Similar to the service resource registry, we have designed and implemented the adaptive resource finder as a web service providing the following APIs.

- findAdaptiveOperations(Request req)
- executeOperation(ServiceOperation op)
- getAllRequestHistory()
- inquiryRequestHistory(RequestID req_id)
- clearRequestHistory(RequestID req_id)

The Web service has been implemented with the same technologies used for the service resource registry.

IV. EXPERIMENTAL EVALUATION

We have conducted an experiment developing a practical adaptive service, “room environment relocation service”. In the experiment, two versions of the service were developed WITH and WITHOUT the ubiquitous cloud, in order to see how the cloud facilitates the development.

A. Room Environment Relocation Service

The room environment relocation service saves an environment status of a room and tries to restore the status in another room. As a user enters a room, the service autonomously adapts the environment of the room to the previous one, using available ubiquitous resources.

In the experiment, the service has been implemented using our actual home network system, CS27-HNS [7]. As shown in Figure 3, there are two rooms: a living room and a Japanese-style room. The living room contains a ceiling light, a plasma TV, an air-conditioner and an air-cleaner, whereas the Japanese-style room is equipped with an analog TV, a table light, and an air-conditioner. All the appliances are connected to the network, and can be used as SOA service resources.

The service relocates a room environment from a living room to a Japanese-style room and vice versa. More specifically, as a user moves from a room (source room) to another (target room), the service saves the status of every appliance in the source room. Then, the service tries to restore the status using available appliances in the target room. Since the appliances in the two rooms are not necessarily the same, the relocation requires an adaptive resource discovery.

B. Implementation of Service

In the experiment, we have implemented two versions of the room environment relocation service. One version was developed by the conventional technologies (labeled by Conventional-Ver.), another was developed using the proposed ubiquitous cloud (labeled by Cloud-Ver.). Both versions were written in Java, and the only one-way relocation from the living room to the Japanese-style room was considered (just to save the time of the experiment).

The relocation is basically performed as follows.

- Step1: Get a list \( l_1 \) of appliances in the source room.
- Step2: Save status of every appliance in \( l_1 \).
- Step3: Get a list \( l_2 \) of appliances in the target room.
- Step4: For every appliance in \( l_2 \), find any appliance operation that can restore the saved status. Put the operations in a list \( l_3 \).
- Step5: Execute all the operations in \( l_3 \) to restore the environment status.

In the Conventional-Ver., all above steps were implemented within a local application. The information of all service resources in the CS27-HNS was stored in a local MySQL database with a custom schema. Every procedure to find resources at Steps 1, 3, or 4 was implemented as a custom algorithm with SQL and OR mapper (iBatis). The total number of lines of code was 3327.

On the other hand, the Cloud-Ver. delegated most of the tasks to the ubiquitous cloud. Specifically, it used the service resource registry for Steps 1 and 3, and it used the adaptive resource finder for Step 4. Using the ubiquitous cloud, the Cloud-Ver. does not need to have the database, or sophisticated algorithms to locate the resources. The total number of lines of code was 632.

C. Discussion

Table I summarizes the comparison between the two versions of the implementation, from the viewpoints of the service resource management. By delegating complex tasks to the ubiquitous cloud, the size of Cloud-Ver. was significantly reduced compared to the Conventional-Ver. This implies that the ubiquitous cloud can achieve much less developing effort and much more reliability.
Moreover, using the ubiquitous cloud instead of proprietary resource management schemes improves the portability and scalability of the application. Even if new service resources are added, deleted or modified, the application can keep working without any change. Also, even when the number of resources becomes huge, it is unnecessary for individual applications to manage such a huge number of resources locally.

One major drawback is that a crash of the ubiquitous cloud leads to annihilation of all applications and services depending on the cloud. This is due to the centralized structure of the cloud computing. The reliability of the ubiquitous cloud itself must be guaranteed by other techniques.

V. CONCLUSION

In this paper, we presented a novel platform called ubiquitous cloud for adaptive ubiquitous applications and services. We also conducted an experiment of developing a practical adaptive service with and without adaptive resource finder. As a result, development efforts were significantly reduced by using the resource finder.

The development of the four components of the ubiquitous cloud is currently under way. In the future work, we will develop the remaining components, context manager and service concierge. Additionally, since the current adaptive resource finder can find the resources by only class, location and user, we extend the resource finder to support searching by free keywords.
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